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A B S T R A C T

Recent advances in machine learning have enabled near real-time retrieval of information from
textual documents impacting a wide range of knowledge domains. This advantage makes of the
insight extracted from text-based documents (e.g., reports and news) on water-related events an
invaluable source of information that complements traditional approaches. By leveraging ma-
chine learning, we can not only characterize the event and determine its magnitude or phases of
extreme weather event, but also identify its core elements. This is especially crucial in the current
era of climate change, where extreme weather events such as floods or thunderstorms are becom-
ing more frequent and unpredictable. By improving our ability to detect and analyse such events,
we can enhance our alert systems and take more effective action to mitigate their impact. In this
paper we discuss the role of worldwide media observation in extracting and estimating hydrolog-
ical characteristics of floods, droughts, and heat waves, through the analysis of three case studies,
complementing the information provided by traditional monitoring and measurement methods
as an earlier but weaker signal. The results presented in this study indicate that the news media
signal can be regarded as relatively good proxy of flood dynamics. It can capture the temporal dy-
namics of the event, and, in some cases, there could be a clear up to 1-day lag between the peak
discharge values (i.e., the most extreme flood situation) and the peak in the number of published
news. This lag can be attributed to the time needed by journalists to respond to the situation in
publishing related news articles covering the event. Our result show that national and regional
news can cover well local events. When compared to floods, drought conditions are less explicitly
detected from the media. Our result show that European April 2022 drought did not produce
much activity in the media while the combination of drought and extreme heat in July 2022
yielded a significant media coverage throughout the Europe. Hence, this can be attributed to the
fact that hydrological drought such as low river flows do not attract much attention by the media
unless there is a significant impact on the society. Therefore, media signal can be regarded as a
relatively good proxy of the hydro-meteorological conditions in case there is a significant impact
on the society such as extreme floods causing many casualties and large economic damage.
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1. Introduction
In the current era of open data and shared research, we can derive valuable information to help the stakeholders in the water sec-

tor to complement their established approach by incorporating artificial intelligence (AI) capabilities to fit the specific challenges of
hydrological activities. The exploration of knowledge from text-based data using machine learning has been recently successfully ap-
plied to other scientific disciplines, from the semantic enrichment analysis of environmental policies [1], to the recommender systems
in healthcare [2] and the COVID observatory [3]. Particularly, the exploration of the potential and the limitations of social media to
observe local and global feeds and generate alerts is explored in a diversity of case studies, many of which are showing the importance
of the domain knowledge to fine tune the usefulness of this signal [4].

The investigations on extreme hydrological events using social media data have been focusing on natural disaster detection based
on the analysis of the public input associated, e.g., with the frequency of keywords. Some recent studies have investigated this rela-
tionship, mostly from the scope of Twitter (X) data analysis. For example [5], showed that combined geo-social media (i.e., tweets)
can be used for streamflow estimation in relation to flood monitoring. The preceding work in Ref. [6] goes towards the engagement of
citizen science in the context of the usage of citizen reported images and computer vision techniques for flood early detection. That
crowdsourcing approach using social media is later used in Ref. [7] to build near real-time flood maps using geo-statistical methods to
overcome the inherently unreliability of tweets [8]. compared geotagged topics in social media with rainstorm event in China, while
[6] focused on the usage of a deep learning framework to estimate flow-water levels from images shared in tweets. Similarly, also [9]
analysed the natural hazard monitoring and social media during floods and [10] investigated the relevance participatory citizenship
through social media when integrated to hydrological models. This knowledge is enhanced with the information provided by satellite
imagery and in the context of geographical information systems (GIS) [11]. The potential use of social media for disaster risk reduc-
tion has been investigated also in other similar studies [12,13,14,15]. Social media was also used to assess road status during floods
[16]. An interesting aspect of that work is that they point out that this information is often reported by local news media. This ties into
[17]; which used social media to estimate the severity of the 2010–2011 South East Queensland Floods. The authors analysis shows
that the most active social media accounts were news channels. Their work showed evidence that their media data could be used to
identify fluctuations in the severity of the disasters and estimate the area impacted. In the context of news articles [18], used Named
Entity Recognition (NER) to extract locations from news and assess urban flood susceptibility in Dalian, China. They reported no sig-
nificant difference between using their methodology and the official planning report [19]. were able to track the long-term impact of
droughts in Germany between 2000 and 2021 by analyzing news articles. They used supervised classification models to detect socio-
economic impacts and hierarchical clustering to detect outlier locations extracted using named entity recognition. They noted that
their methodology requires a significantly lower workload than conventional impact assessment methods. Recognizing the impor-
tance of news media in the response to disasters, MediaEval 2019 Multimedia Satellite Task [20] had the stated purpose of improving
the ability to estimate flood severity from news. The task involved analysing online news articles and their associated images with the
goal to create a classifier that determines whether the image shows a person standing in water above the knee. Participants were en-
couraged to use both text and image analysis.

In this paper, we focus on the signal of worldwide news media and discuss how text mining algorithms can be made useful in ex-
ploring the impact of extreme weather events, and extracting from its signal a timeline of important event features that can serve as
input for timely alerts. In contrast to previous work, we use the news articles published in the worldwide media aided by multilingual
technologies [21] to understand through machine learning what news articles relate to the same event. Unlike previous work, which
relies on monolingual named entity recognition, we rely on multilingual entity linking to directly provide disambiguated entities,
namely locations [22]. Another methodological difference is the use of publication time and linked entities in clustering together with
a multilingual text representation which allows us to both handle multiple languages and create clusters based on time, and to do so
as articles are published, rather than rely on an archive. Like in Ref. [19]; this clustering also allows for the detection of outlier loca-
tions. We also explore multiple different extreme weather events: a local flood event with a short duration in Spain, a European-wide
flood event, and a western European drought event. This provides a broader disaster type coverage than previous work under the um-
brella of a single methodology. Also different from much of the most closely related work is that the primary ground truths for our
methodology are discharge values, the Soil Moisture Anomaly Index and the Standardized Precipitation Index. In the context of prior
research, we offer additional evidence of the significance of news analysis. We do this by employing a distinct methodology, concur-
rently studying multiple dissimilar disasters, and by comparing the results of media analysis with different hydrological measure-
ments. From news articles we can: (i) extract information directly from the text, using a machine learning-based methodology that al-
lows for name entity recognition and disambiguation in multiple languages; and (ii) estimate parameters (e.g., extension of the dam-
age caused by an extreme event) having enough data in the collected articles about the same event to ensure a certain hypothesis.

The main contribution of this paper is the novel approach, methodology and technology for the usage of text-based data in the
analysis of hydrological extreme events that are fed by earlier (but weaker) signals from news media, anticipating the classical hydro-
logical methods are more expensive and time consuming. Thus, we show that this approach can help overcome the difficulties to as-
sess the impact of the extreme weather events by using open data, following the recent research work [23].

In this paper we consider two types of events: (a) the news event, i.e., an occurrence or happening that is considered to be of signif-
icant interest or importance to the public, reported by multiple news media outlets; and (b) the classical hydrological events, defined
as i) a flood, being an overflow of water that submerges land that is usually dry, covering many flood types such as river (fluvial),
coastal floods, storm surges, inland flooding and flash floods among others [24,25], or defined as ii) a drought, being either meteoro-
logical, climatological, agricultural, hydrological, or socioeconomic drought. The first four drought types are defined by physical, hy-
drometeorological, or biological parameters, while the fifth centres on the impacts of drought on the society [26,27].
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We will show how we can extract the various levels of severity based on the news and describe the characteristics of these separate
phases in the identified events. Notice that not always the severity reported by the news or the change of phases in that severity corre-
sponds directly to the magnitude of the hydrological event. This is since the severity in the event reported in the news articles is gen-
erated by the “journalistic happenings” related to the event that do not always correspond to hydrological phenomena. Thus, the sig-
nal from news is to be considered a weak signal, relative to the accurate and strong signal captured and/or computed by the classical
hydrological observational methods and models.

To better understand the impact of the event and the succession of its phases, we need to explore the characteristics of the news
that more accurately reflect characteristics of the event itself. In doing so, we must also consider the values (also called criteria or fac-
tors) [28], that influence the selection and presentation of events in the news and are assumed to be qualities of news media than in-
herent characteristics of an event itself [29]. [30] showed, in a large-scale manual analysis, that story prominence was influenced by
elite characteristics, the value that states that events concerning global powers and famous people receive more coverage [31].
showed that frequency, the value that states that events that occur suddenly and fit well with the news organization's schedule are
more likely reported than those that occur gradually, was discernible in Event Registry. Thus, we can expect that a flood in a large and
rich country will get more coverage than a flood in a small and poor country, that a celebrity being caught in a flood will significantly
change the coverage of an event, and that long term effects of an event might often be underreported.

For this study, we mostly focus on two types of events: floods and droughts (also in relation to heat waves), but with different tem-
poral resolution (from an hourly temporal scale to daily or weekly time scales) and spatial scales (local, regional, national, and
transnational levels). In that, we consider the definition of a flood from news and hydrology points of view: (i) localized flash flood;
(ii) regional large-scale flood events occupying part of a country; (iii) multi-country event in, e.g., one month with infrequent cover-
age in news.

To complement this approach, we use a text mining classifier based on text similarity to offer another layer of extracted informa-
tion, where now the source is the feed of published scientific articles from the Microsoft Academic Graph (MAG) dataset [32], repre-
senting a much improved level of information retrieved, in relation to the knowledge extracted from media articles that often depend
on a journalistic perspective. The more than 120 million articles in MAG represent, in this study, a worldwide scientific perspective
about a certain water-related topic, allowing to pursue further investigation over a certain event considering in the characteristics of
such an event as identified by text mining methods in the analysis of news articles about it extracted as named entities. From this
knowledge we derive best practices that can complement the strategies of hydrology practitioners and explore alternative approaches
for specific problems consequent from these extreme water-related events. Furthermore, we reuse this intelligence advantage to re-
fine the social media nowcasting analysis that serves to better understand how to improve the noise of this weak signal, learning from
the acquired historical data on events that relate to those to be forecasted, based on identified characteristics.

Following a section on used data and methods and the used technologies (section 2), we present the main results together with
their discussion, distinguished from content point of view, between the relations of worldwide and local news to hydrological events
(section 3), the insights of the latter on the improvement of the social media signal (section 3), and the use of machine learning in
high quality information extracted from published science to complement the statistical information of global and local indicators
(section 3). The main objectives of this study are:

I. To capture new previously unidentified aspects of an extreme water-related event (i.e., information extracted from the news
media) that can complement classical hydro-meteorological methods.

II. To measure aspects of an extreme weather event that are harder to measure through classical methods and learn from the past
events from the perspective of disaster risk reduction.

III. To estimate the magnitude of an event (i.e., return period) from the news and provide information on the spatial extension of
the event (i.e., extracted location and/or magnitude).

The proposed approach shows results across three case studies of different nature, corresponding to three well-known recent ex-
treme events either based in a specific location or with multinational extent, relating to flood or drought:
1. Sequence of heavy precipitation and flash flooding of 12 and September 13, 2019 in Eastern Spain [33].
2. July 2021 floods in Europe, starting on July 13, 2021 [34,35].
3. Drought in May 2022 in France, Spain, Portugal that prolonged to June, July and extended to United Kingdom, Germany,

Scandinavia, prolonged again into August [36,37].
We will use the above extreme events as running examples to achieve the above stated objectives of this study.

2. Data and methods
2.1. News articles data

In this work we use online news articles. These articles are crawled using the news collection engine IJS Newsfeed (available at
http://newsfeed.ijs.si/) [38]. The crawler periodically fetches updates from online news websites. The update time is automatically
adjusted for each source to decrease the time between publication and fetching operation. When a new article is fetched, the crawler
extracts the article text as well as useful metadata present in the HTML such as, e.g., canonical URL and time of publication. At the
time of writing, over 75,000 sources are crawled, resulting in around 150,000 articles per day, distributed over 50+ languages. The
core of this study is based on that collected news articles, allowing to generate visualization modules to analyse their insights (e.g.,
main concepts and relation between them, frequency, and subcategories of the search topic, etc). It allows the user to explore that

http://newsfeed.ijs.si/
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data over a variety of data visualization modules that help identify concepts and entities common to a sample of news articles gener-
ated by a query on, e.g., “flood”. The example in Fig. 1 shows the historical data on floods in Spain for a time window between 2010
and 2020 identifying 482 news articles across 50+ news outlets. We can use this data to understand the common characteristics of
such water-related events and extract concepts related to them that could help us identify news articles on similar events and partial
solutions that could be planned and applied when such an event takes place. From this data we can extract directly some of the char-
acteristics of the event including, e.g., the event type (matching a configurable predefined categorization including “flood”,
“drought”, “heat wave” or “heavy rain”), and also date and location (extracted directly from the article or derived from the news
venue when the latter is not available in the text [39]).

2.2. Scientific articles data
To explore the information provided by the dataset of scientific articles and accepted patents we ingested the Microsoft Academic

Graph data with 126 million articles in a wide variety of topics, extended by the also ingested PubMed/MEDLINE dataset, covering
over 28 million articles hand-annotated by health experts, and particularly relevant in the context of the automated classification of
text for water contamination as long-term flood impacts. The latter is particularly relevant in the context of the analysis of the long-
and medium-term impact of the event in public health.

2.3. Social media data
In this study we collected 7,407,856 tweets worldwide, through the scope of a Twitter (X) research account focusing on water

event-related topics including “flood” (593,469), “storm” (952,547), “drought” (2,252,277) and “heat wave” (773,734), between 21
Nov 2019 and 9 Oct 2021. We identified 3,124 posts talking about flood events, geolocated in Germany throughout 2021 mostly in
German and in English, with substantial discussions between 12 and 19 of July, reporting on the extreme event discussed in the case

Fig. 1. Identifying the flood incidents of early 2023 in Portugal from historical news data allowing to retrieve specific news articles (above); and exploring the distinct
phases of a related event from the published news about it (below).
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study (2). Due to the limitations of the Twitter research account, we did not collect enough data to cover the cases studies (1) and (3)
happening before and after the research contract established with Twitter, respectively.

2.4. Hydrological measurements data
For the comparison of the media signal with actual data we used the Soil Moisture Anomaly Index and the Standardized Precipita-

tion Index (SPI) [40,41] as a proxy for the identification of drought throughout Europe. The soil moisture anomaly maps are prepared
based on the 30-day moving window with a spatial resolution of 0.1° and updated every 10 days meaning that this index is available
for every 10 days [41]. It is computed based on the hydrological model LISFLOOD root zone soil moisture, MODIS land surface tem-
perature and ESA CCSI remote sensing skin soil moisture (Copernicus, 2022). A detailed description of this product is available in pre-
vious publications [40,41]. For this study, we checked minimum and mean values of this index over the selected country boundary.
The lower the value of this index, the more extreme the drought conditions assumed are. Moreover, we also checked the SPI for differ-
ent accumulation periods (1 and 3 months) where the SPI-1 (1 month accumulation) can be regarded as an indicator of the quick im-
pact (Copernicus, 2022). The data resolution is one decimal degree and monthly precipitation data is used to calculate the SPI (Coper-
nicus, 2022). Additionally, for the evaluation of the Water Observatory output in relation to floods we also used the river discharge
data from the Global Flood Awareness System [42] where river discharge in the last 24 h is available. Hence, this is an average dis-
charge value of the 24-h interval. Maximum and mean specific discharge values were computed per country boundary. Additionally,
we also used hourly precipitation data from the ERA5-Land reanalysis product and the aggregated precipitation data from the same
product [42] to compare the media signal to actual hydro-meteorological characteristics. For the comparison purposes the Pearson
correlation coefficient was used, which measures linear dependence between variables [43]. For the visual representation we used
line plots for the comparison of media and hydrological behaviour. The main assumption behind this analysis is that there will be a
different relationship between media response and hydrological situation for the selected events (Table 1) since the hydrological
characteristics of these events are different.

Table 1 describes the coverage of the media and social media captured for the purpose of this study across the three selected case
studies. Regarding the direct comparison to flood and drought events in the hydrological perspective, it is hard to quantify and more-
over to distinguish between one multinational event and several local events (e.g., the large European flood in 2021 was a unique
flood event driven by spatially extensive extreme rainfall, but with several significant instances).

2.5. Wikification & categorization
The process of semantic annotation referred to as wikification, is utilizing Wikipedia as a source for potential semantic annota-

tions. In this context, Wikipedia is viewed as a comprehensive and general ontology, with each page representing a particular con-
cept. The connections between these concepts are represented by internal hyperlinks between different Wikipedia pages, as well as by
Wikipedia's categorization and cross-language links. We use the tool Wikifier (https://wikifier.org/) [22] to annotate each article
with relevant concepts. Wikifier matches the phrases found in the article to link text found in Wikipedia generating candidate annota-
tions. Second, based on both the article and the Wikipedia data, it uses several algorithms and heuristic to disambiguate between mul-
tiple options, including the null option (no annotation). Wikifier supports over 130 languages, thus, an English language news article
describing a flood, once wikified, will be annotated with the concept “Flood”, corresponding to the Wikipedia article https://
en.wikipedia.org/wiki/Flood, even if it uses only the word “Inundation” and not “flood”. A Spanish news article will be annotated
with the Wikipedia entry for “Inundación”, corresponding to the Wikipedia article https://es.wikipedia.org/wiki/Inundaci%C3%
B3n. However, both those Wikipedia articles are linked together based on Wikipedia interwiki linking and thus the semantic annota-
tion will be the same, i.e., “Flood”. Crucially, it is also important to know that newsworthy people, locations, and organizations, i.e.,
Named Entities, usually have Wikipedia pages in one or more languages. Thus, Wikification can be considered as performing Named
Entity Recognition and Linking although restricted to entities present in Wikipedia.

Each article is automatically assigned a taxonomy category based on its content (utilizing the well-established DMOZ taxonomy,
see dmoz-odp.org). We only consider the top 3 levels, which amounts to 5,000 categories. We use a fastText classifier [44] that has as
input the wikifier semantic annotations of the article rather than its text. Since these semantic annotations all have an English surface
form (“Flood”) even when annotating articles written in different languages, this classifier is effectively cross-lingual.

2.6. Event clusters & text similarity
Journalists tend to agree on which events are newsworthy [45] and thus any event reported by an outlet will also be reported by

others. This is also true in the case of “exclusive” stories such as investigative journalism stories [46]. Nevertheless, a precise and
widely agreed definition of “event” does not exist [47]. However, given that it is agreed that any event deemed newsworthy will be
reported by multiple news outlets, we can define it as any significant happening in the world that was reported in at least a few arti-

Table 1
The number of news and tweets, compared to the number of geolocated events.

Case study Number of News Events Number of News Articles Number of tweets

1 - Flash Flooding of 12 and 13 September, 2019 in Southeastern Spain 244 670 No Data
2 - International floods in Europe in July 2021 2,746 20,972 34,686
3 - International droughts in Europe in 2022 7,052 43,324 No Data

https://wikifier.org/
https://en.wikipedia.org/wiki/Flood
https://en.wikipedia.org/wiki/Flood
https://es.wikipedia.org/wiki/Inundaci%C3%B3n
https://es.wikipedia.org/wiki/Inundaci%C3%B3n
http://dmoz-odp.org/
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cles from various sources (3–6 articles depending on the language). We automatically group articles into multilingual events using the
clustering method described in Ref. [48]; which makes use of semantic annotations provided by Wikifier.

Each Event is assigned a location based on the content of the articles that form it. While some news outlets use a dateline, a brief
piece of text at the beginning of the news article that describes where and when the event happened, some do not, and some use the
location where the story was written rather than where it happened. To assign a location more accurately to an event, we use a sup-
port vector machine (SVM) [49] classifier where each mentioned city is considered a candidate for the event location. For each candi-
date, both the number times it is mentioned in the article body and the number of times it is mentioned in article datelines are used as
features. Results in Ref. [39] showed this classifier to have an accuracy of 98 %.

All concepts (Wikifier semantic annotations) present in any of the articles that form the event will also be assigned to the event.
Thus, an event mostly about heavy rains can be brought up when searching using the concept “Flood” if it was present in a single arti-
cle that forms the event cluster, which can be the last article to be published in time and still assigned to that event cluster. Similarly,
the categories of an event are determined by the categories assigned to each article in an event.

In this work when we use text similarity explicitly or implicitly as part of text clustering or search. Note that text search is different
from concept-based search. These texts can be, for example, news articles, queries and news articles, or scientific papers and news ar-
ticles. Unless otherwise specified, text similarity is calculated using the “standard” or “textbook” approach within the field of informa-
tion retrieval [50]. Namely, we calculate the similarity between texts using the cosine distance between TF-IDF vectors [51,52].

Searchpoint (http://searchpoint.ijs.si) [53] is a search engine that uses BM25 [54,55] for ranking documents according to a query.
The documents are then automatically sorted into clusters created using K-Means++ [56,57] and the centroid vectors are used to ex-
tract the most representative keywords for each cluster in a 2-dimensional visualization of the search space. The search user can then
manually shift the search results towards a particular set of coordinates in this 2D space. This is accomplished by adding the keywords
in those coordinates to the original user query and adjusting the BM25 wt accordingly. We use this tool to refine literature review on
news articles, tweets, scientific articles, and accepted patents.

2.7. User interface and interactive data visualization using Event Registry
Given a water-related event such as, e.g., a flood of large dimensions, one can distinguish its progress of intensity across time over

the news that are published about that event. First the warnings from the national institutions, then the rise of the waters, the cuts in
electricity and immediate response, the missions to save the most vulnerable, and (in large events) potential health implications.
Surely, we can go deeper in detail about the description of these topics and find common insightful information that could help us in
managing such an event.

To search for an event based on news we can use keywords and key phrases, applied in several languages to ensure specific lan-
guage coverage, though one of the key advantages is to search using concepts, that being based on the Wikipedia terms, already cover
the number of languages where the concept is present, recurring to the text classification algorithms that allow to retrieve the news
based on text similarity [48]. We can thus identify the main topics in flood events around the world in 2022, and the size of their im-
portance by the number of news articles associated with them: “rain” (34,978), “river” (18,273), “monsoon” (14,045), “climate
change” (12,389), “agriculture” (11,164), “precipitation” (9,869), “drought” (9,485), “cyclone” (9,047) and “landslide” (8,874).

From the historical data collected over more than ten years, it is possible to derive an insightful interactive data visualization mod-
ule. An example of this is the Article Categories, allowing the user to distinguish the weight of other topics in the sample generated by
the initial query. For instance, in eleven years (2010–2020) of news about floods in Spain, 7.88 % are related to Climate Change (see
Fig. 2). The automated classification of news underlying this capability is based on the implementation of a proprietary algorithm
learning from historical news data and classifying it.

2.8. Water Observatory
To allow domain experts in the water sector to explore the complementarity of the perspectives provided by (i) the worldwide me-

dia, in relation to (ii) the published scientific articles, and (iii) the Twitter (X) feed, we built a publicly available web-based system,
where some of the interactive data visualization modules can be accessed (available at naiades.ijs.si). There is novelty in this web-
based observatory per se, being fed on data of heterogeneous nature, advancing the state of the art in relation to existing systems usu-
ally based on local parameters over single data sources [58], GIS technology [59] or yearly reported data and indicators [60].

This knowledge platform, named NAIADES Water Observatory, targeted domain experts, researchers, and water education institu-
tions, offering machine learning technology that allows for text-based data exploration on a wide range of water-related topics (from
extreme events like floods and droughts, to their potential consequences as water contamination and water stress level, with a climate
change preparedness angle [61]). It was built in the context of the NAIADES project funded by the European Commission, as part of
the holistic water ecosystem aiming to improve the digitisation of urban water sector, including with two water management utilities
and one municipality feeding the research and development with the needs of the sector and domain knowledge.

To investigate the potential of the combined information extracted from the news and published science, we make available an in-
teractive exploration tool including official indicators obtained from local and national open data portals. An example of this is ex-
posed by the comparison in time of the water usage efficiency in Spain and its exploitation index and stress level (see Fig. 3) to infer a
potential reasoning and causality in climate change-related variables, and plan strategies that can help avoid the cases of extreme
weather disasters.

The user can also identify using those chosen parameters other countries that follow similar trends and learn from their responses
recurring to text similarity applied to the news and scientific articles to investigate their best practices and success stories. The system
can be queried on topics in research over a certain time window, and technologies used in the context of a water-related topic or to

http://searchpoint.ijs.si/


International Journal of Disaster Risk Reduction 100 (2024) 104172

7

J. Pita Costa et al.

Fig. 2. News categorization for floods in Spain (2010–2020) pointing out that in over ten years of collected news data, 8 % of the news articles on floods are associated
to climate change.

the solution of a specific problem. In Fig. 4 we show such a query aiming to identify flood disaster information published articles re-
trieved from MAG and, with that, refining a literature survey on floods by dragging the mouse over the coloured clusters and reorder-
ing the search results. The first three results were occupying the positions 80, 57 and 114, respectively, but seem to be more relevant
in the context of flood disaster information.

3. Results and discussion
In the following section, we will be discussing the achievements of the proposed approach across three case studies established in

the introduction section corresponding to specific hydrological events. This analysis was done engaging state-of-the-art machine
learning and text mining taking into consideration the specific challenges of hydrological data, and realistic problems in extreme
weather event detection and exploration.

3.1. First case study: 2019 flood in the southeast Spain
For the first case study, we analyse the flash flood happening between 12 and 14 September 2019, in the southeast regions of

Spain described in Ref. [33]. We use simulated discharge data from the Global Flood Awareness System in the geographical area (i.e.,
Valencia and Murcia) that was most severely hit by the extreme precipitation event that generated floods, to see the graphical corre-
spondence to the behaviour of the curve representing the journalistic events over time (Fig. 5). Taking into consideration the charac-
teristics of the hydrological event that can be defined as a flash flood event [33], the reporting news (in Spanish language) can follow
the dynamic of the event very well (Fig. 5). More specifically, the Pearson correlation coefficient between both datasets (i.e., simu-
lated discharge data and reported news articles) equals to 0.96 (very strong correlation according to Ref. [43] and it is statistically sig-
nificant with the significance level of 0.05. It should be noted that the news data was aggregated to daily time step since the 24h simu-
lated discharge was used. For the selected event, the news articles can be regarded as a good proxy of the hydrological situation in the
investigated area, meaning that published news articles have similar temporal dynamics than discharge data. Additionally, relating to
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Fig. 3. Tracking the progress of Spain when analysing the efficiency of water usage against its exploitation index and stress level in three dimensions across time
(above) and comparing over a specific parameter at local and global levels (below).

the damage caused by the event depicted in Fig. 5 is identified in three main peaks: (i) the first one happening on the 12 of September
at 17:55 deriving from initial impact flood event causing two casualties and much (undefined) destruction; followed by (ii) a jump de-
riving from 300 homeless reported in the same day at 23:43; and finally (iii) the reporting of the event in wider news venues on the 13
of September at 9:20 with an overview of the damaged caused and a final count of three casualties.

Moreover, in the articles composing this event, mostly in Spanish language, the main concepts captured in the reported news are
“rain” (100 %), “wind” (95 %), “cold drop” (66 %) later identified as related to the event, and “army” (32 %) called to help the popu-
lation. This event is specific to this area and other events generated from the news refer to the reporting of damage in other locations
of the region, or later generated by articles summarising the flood phenomena during those days.

3.2. Second case study: 2021 European floods with focus on Germany
The second selected case study was an extreme weather event whereby a storm caused heavy rainfall in multiple neighbouring

countries for a prolonged period in July 2021 with severe floods across several European countries [34,35]. Compared to the previous
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Fig. 4. Flood disaster information published articles retrieved from MAG and refining a literature survey on floods.

Fig. 5. Maximum specific discharge values for Spain (regions of Valencia and Murcia) during the month of September 2019 in comparison to the published news arti-
cles about floods and heavy rain in Spain during the same period while only the news articles published in Spanish language were taken into consideration.

case study (Section 3.1), this one had a much larger geographical spread and human consequences (including 243 dead and more
than $11B in estimated damages [62]). If we look at Germany, one of the most affected countries, during July 2021 [34,35], we can
notice that the extreme event with the peak discharge values on July 14 is captured in that day with 463 news articles followed by
1,242 news articles in the following day (July 15), until it reaches the mainstream news on July 16 rising to 1,324 articles and de-
creasing from then on (Fig. 6). In this case study there is lag of 1 day between maximum specific discharge values for Germany and
peak in the number of published news (Fig. 6). Although, despite this lag, the Pearson correlation coefficient between the two-time se-
ries (i.e., discharge values and published news articles) equals to 0.44 (i.e., moderate correlation according to Ref. [43] and it is statis-
tically significant with the selected significance level of 0.05. Moreover, considering the 1-day time lag, the Pearson correlation coef-
ficient becomes 0.67 (i.e., moderate correlation according to Ref. [43] and is again statistically significant with the significance level
of 0.05. In comparison to the first case study (i.e., local flood in Spain) the agreement between temporal dynamics of published news
and discharge values is worse and there is a clear 1-day lag between the peak discharge and peak in published news. Hence, even in
local events (i.e., case study 1, flood in Spain) local news can capture the dynamics of the flood event, even better than for large-scale
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Fig. 6. Maximum specific discharge for Germany during the month of July 2021 in comparison to the published news articles about floods and heavy rain in Germany
during the same period.

events. Additionally, in this case study, a specific journalistic event reporting flood in Bavaria initiating at 14:30 of July 13 [63] rises
intensity in that day until a maximum peak at 16:57 in that day. Another example of a journalistic event retracting the damage caused
by the flood phenomenon in Hagen, Germany, is initially reported at 10AM in July 14 [64] reaching a maximum peak at 21:33 that
day, where we can quickly access some of the impact from the related concepts extracted from the text including “retirement home”,
“childcare”, “road transport” or “electric current”, and relate these concepts with locations extracted from the text of the collected
news articles on this event (Fig. 7).

This geolocation of news is extracted as a location mentioned in the text (it can be multiple when the news article describes an
event extending geographically), and if not mentioned, it is assumed to be the location of the news venue. This allows us to relate the
estimated impact in relation to the extracted locations (with city and sometimes neighbourhood granularity) as discussed above.
Given the extended multinational geographical localization of the event across time, it can be difficult to capture the data to produce
a complete analysis, and that might be another opportunity to leverage the signal from the news media. Fig. 8 shows the monthly pre-
cipitation (July 2021) sum for central Europe according to the ERA5-Land reanalysis product and the geolocation extracted from the
news providing the multinational extension of the event throughout central Europe with intensity levels expressed by the areas that
are mentioned more in relation to the tracked journalistic event. The maximum number of news were related to the location close to
the border between Germany, Luxemburg, and Belgium, where there was also a high accumulated precipitation amount in July 2021
(Fig. 8). Specifically, more than 200 mm of rainfall fall in this region in this period, which is around 1/6 of the total average annual
precipitation in this area. Additionally, some news can also be related to the Alpine area (e.g., Switzerland) that also received quite
significant rainfall amounts in July 2021 (Fig. 8). Furthermore, it can also be seen that for areas where there were no flooding issues
during that time (e.g., western part of France) there is almost no news reported in this area and the total precipitation in this month
was lower compared to other areas (Fig. 8).

Fig. 7. The evolution of events of the flood in Hagen, Germany (on the left) and the mentioned name entities extracted from the news on the impact of the event (on the
right).
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Fig. 8. The monthly precipitation sums for July 2021 for central Europe according to the ERA5-Land reanalysis product (above) and the geolocation from the news pro-
viding the multinational extension of the event throughout central Europe (below).

3.3. Third case study: 2022 European drought
In the third and final case study, we focus on a multinational event with similar range, long duration, and high return period, but

this time over a drought event. We have investigated the drought in Europe during the year of 2022, starting in April 2022 in several
European countries such as France, Spain, and Portugal, that prolonged to June, July and extended to the United Kingdom, Germany,
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Scandinavia, and again into August [65]. During the summer of 2022, drought in combination with heat waves’ alerts were issued
across the continental Europe, the British Isles, north Africa, and Turkey [65]. The intensity of the drought led to water restrictions in
several European countries such as France, Germany, Italy, Romania, Spain, Portugal, and UK. It also affected hydropower genera-
tion, nuclear power plant cooling, agriculture, and river shipping across the continent [65]. It should be noted significant precipita-
tion deficit was already observed in the first part of the year 2022 and that severe drought conditions could also be detected in April
2022 [65]. These conditions can be well observed from the Soil Moisture Anomaly Index. Furthermore, the conditions got worse dur-
ing May and June with some early heat waves [65] and were the most extreme in July 2022 when the combination of drought and
heat wave impacted several water-related sectors. The event can be measured on one side from the measured soil moisture anomaly
or SPI indexes and on the other from the perspective of news (Fig. 9). For France there is a good agreement between the lowest SPI-1
value and the peak in the number of published news in July. A similar behaviour can be seen for Slovenia (Fig. 9). In both cases (i.e.,
Slovenia and France) the Pearson correlation coefficient between two datasets is around −0.28 and not statistically significant with
the selected significance level of 0.05. On the other hand, the situation in Portugal was obviously more complex and there is no clear
temporal agreement between the peak in the published news and minimum value of the SPI-1 (Fig. 9). Hence, it should be noted that
SPI-1 can be regarded as an indicator for immediate impact such as reduced snowpack, soil moisture or flow [41]. In the case of Portu-
gal, the Pearson correlation coefficient is −0.06 and not statistically significant with the selected significance level of 0.05. Therefore,
drought conditions are harder to detect from the news compared to the case of floods, earlier discussed. Moreover, one could argue
that what is reported in the news as drought it is in most cases a combination of drought and heat wave while in this section we com-
pared news signals with SPI-1 and SMAI that are both not taking into consideration heat wave explicitly. Therefore, we argue that bet-
ter agreement between published news and the actual situation could be obtained considering also some heat wave or extreme heat
index [66]. This can be nicely seen from Fig. 10 that shows the situation in Europe where there was a clear peak in the number of
events in July 2022 while, as discussed above, hydrological drought was already quite significant in April and May 2022 [65], and
this cannot be detected from published news and events.

3.4. Opportunities and limitations in the usage of the signal from media
3.4.1. Main strengths and limitations of the study

The novelty of the research presented in this paper unveils the potential role of news media in the early assessment to the impact
of extreme events such as floods and droughts. Considering the related work discussed in the Introduction section of this paper, there
seems to be a knowledge gap in regarding he usage of news media, although social media being well exploited. The main results in

Fig. 9. Comparison between the hydrological signal based on the standardized precipitation index (SPI-1) and the media signal for drought in Slovenia (above), France
(in the middle) and Portugal (below) across 2022. It should be noted that news was aggregated to monthly time step.
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Fig. 10. The European heat wave reported by the drought news events during 2022 captured through the amount of detected news articles.

this study show the potential of the used approach in offering an informed overview of an extreme weather event that can follow its
occurrence in an almost real time, given that the time of publication of such impactful events tends to be short and their coverage fre-
quent. The main strengths of this study are thus: (i) the facilitated identification of extreme events in almost real-time news data (that
can be automatized) and historical data based on text similarity approaches; (ii) the fast access to the details of the extreme weather
event, the engaged entities and the scope of the impact in the population from what is reported in the news; and (iii) the transborder
scope of the assessment, which is often more limited to a national scale considering the access to data.

On the other hand the main limitations of this study are: (i) tied to the accuracy of what is understood and reported by the journal-
ists and the data they can access to build the news articles; (ii) the granularity of the location of the event that is also derived from the
text reported in the news or the location from where it is being reported; and (iii) the difficulty of establishing a straightforward rela-
tion between the information retrieved from the news and typically used water-related extreme event parameters, e.g., the standard-
ized precipitation index due to the different nature of both measures.

In the following subsection, we discussed the opportunities deriving from the results in this study with respect to: (i) the improved
social media signal from the information retrieved with the news media signal, potentially automating the identification of specific
characteristics of the event and entities involved in it; and (ii) the exploration of worldwide best practices in, e.g., the management of
similar events identified thorough text similarity approaches across more than 60 languages.

3.4.2. Improving the social media signal on hydrological events
The main benefit of the usage of social media data is the real-time polling on weather-related events just before they happen, a

procedure known as nowcasting [67], allowing alerts to be triggered by the real-time ingestion of Twitter data often labelled with ge-
olocation. Although there is a lack of Twitter data regarding urban water events (e.g., water loss and leakage), a substantial amount of
Twitter data can be collected for hydrological events of bigger dimension (e.g., a large flood consequence of heavy rain). With a good
enough Twitter signal on extreme weather events (i.e., with low noise capturing mostly posts directly related to the event), we can
further analyse their impact in the context of causality [68] combining the information obtained from: (i) the monitoring and explo-
ration of news articles and social media feeds; (ii) the analysis of a combinations of indicators through time and what stories can they
tell.

We used concepts characterising the specific event detected from the information in the news to extract the related tweets based
on timestamp and filtered search by hashtags and keywords, improving the often-noisy signal of social media allowing for more effi-
cient nowcasting, and cleared causality relations. The news media and social media capture the same trends within the location and
time specifications of the case study 2, as expressed in Fig. 11, presenting the distribution of news vs tweets with similar curve behav-
iour and peaks.

3.4.3. Deriving best practices for climate change preparedness from the advanced queries based on text similarity
To leverage the capabilities of text mining technologies and methodologies in information extraction from text, we add to the

layer of extracted information from news and social media (providing a journalistic or public perception perspective on events and
their outcomes) a trustworthy scientific perspective provided by the content of published science ingested in the system and sourced
at the Microsoft Academic Graph (MAG). From this combined knowledge, we can elaborate on the characterisation of events and their
sequence of happenings, using text similarity to identify best practices from similar events. It is particularly important to automate
this information retrieval when, in a climate change context, we can be observing an increasing number of similar events across the
globe, leveraging from the multilingual capabilities of the news engine and technology to overcome the language and national level
limitations often present in traditional methods.

This capability is enhanced by the topics and relations identified in the scientific research, through text mining algorithms en-
abling technological capabilities in the identification of major research concepts in the textual documents, highlighting new concepts
that were not yet present, and complementing the perspective extracted from historical news data. In Fig. 12 we can see how the data
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Fig. 11. The signal of news (in green) and tweets (in blue) aligned over time, showing the correspondence of coverage under the example disaster type: “flood”
and “storm” in Germany throughout 2021, under the specifications of the case study 2. (For interpretation of the references to colour in this figure legend, the
reader is referred to the Web version of this article.)

Fig. 12. The water-related research topics in relation to the research on precipitation in 2009 (on the left) and 2019 (on the right). The items marked in green is identi-
fied as new research trends. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

visualization generated from the research topics identified (present as MAG categories) and their relation in time (only the main rela-
tions are represented) can expose reasoning in a research perspective on climate change in a certain time frame, and can propose
trends that must be further analysed and compared to understand the dynamics of climate change research and of its related water
topics and enrich the query to news with new research trends (e.g., in the domain of “precipitation”, directly related to floods, “cli-
mate change” has been a significant topic prior to 2000 while “cartography” is identified as a relevant related topic in 2009 being still
within the main related research trends today). This summarized information can hint to topics that need to be added updating the fil-
tering generating the data collection on news articles and tweets to engage a climate change perspective on the ongoing observation
of water topics and extreme events. Examples of this are the climate change-related consequences of floods and droughts worldwide,
both in their increasing frequency and in the impacts of their return (considering that climate change is bringing new phenomena and
behaviours that differ to what traditional approaches can expect).

4. Conclusions and further steps
The research work reported in this paper explores the potential and limitations of the application of machine learning on text-

based documents sourced in media and social media as a signal for extreme hydrological events such as floods and droughts, comple-
mentary to the traditional hydrologic approaches. The exploration of historical data with significant coverage in time and demo-
graphics allows for insights on the magnitude of the events, but also feeds new concepts automatically identified from the text that
can be valuable to update search criteria in the context of climate change where recurring new patterns and behaviours might affect
the efficiency of traditional hydrologic methods. Based on the results presented in this paper it can be concluded that news can cap-
ture the dynamics of the extreme hazards such as floods well, even in the case of an event with smaller spatial extent. Additionally, in
some cases a lag between the actual situation and number of published news could be observed, which can be attributed to the fact
that journalists need some time, e.g., to travel to the location of the event and prepare a news article. However, we argue that these
kinds of time lags mostly do not exceed 1-day. On the other hand, the situation with capturing the drought dynamics is more complex
and news articles are not able to capture the drought dynamics. Moreover, we argue that the combination of drought and extreme
heat is what can be better captured in news since the extreme heat has similarly as flood have a more direct impact on the society and
can be more easily detected by journalists. While on the other hand, droughts (e.g., hydrological, or even agricultural) are visible in
the society. For example, in some European countries there were extreme drought conditions (e.g., low river flows) already in April
2022 but this phenomenon could not be detected in published news. As indicated, in the information extracted from the published
news, we were able to detect combined drought and heat wave extremes occurring in July 2022 across Europe.
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To proceed with the presented research in this paper, the authors envision a few areas of improvements. Firstly, improving the me-
dia and social media mining methods that could be more appropriate for other extreme weather events not covered by the scenarios
in this paper. Secondly, testing of this text mining approach for various categories of extreme weather events, considering complexity
and different temporal and spatial resolution of sub-categories of floods (i.e., debris floods, flash floods, pluvial floods, and coastal
floods) or also to cover rainfall-induced mass movement events (e.g., debris flows, shallow landslides, and deep-seated landslides).
Thirdly, improving complementarity in the triangle news-media-science towards hydrological science. The procedure presented in
this paper is aligned with the Data Information Knowledge Wisdom Structure with a decision-making process at the top of this pyra-
mid. It is essential for hydrology experts to extract best-knowledge based on all available data and information held in them from a
variety of sources, to support decision makers in their responsible governance of weather or water-related extreme events. Knowledge
development by including information conveyed by news is an added value in this regard.
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